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The clusters are 
currently housed in the 
New Muon Lab.

The 176 node Pentium 4 system.
~100 GFlops.

Fermilab  lattice cluster effort 
is led by Don Holmgren.
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Current clusters

2002:
48 node Pentium 4, 2.0 GHz. 
400 MHz memory bus. 
Myrinet.

128 node Pentium 4, 2.4 GHz.
Myrinet.

2000:
80 node Pentium III, 700 MHz.
100 MHz memory bus.
Myrinet.
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http://lqcd.fnal.gov

Job list a mixture of perturbation 
theory and valence propagator 

calculation and analysis;  
1 node, 4 node, 16 node jobs, etc.
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Current program.
Projects approved for running in 2003 on current lqcd.fnal.gov (~100 GF): 

2003-1  C. Bernard et al., B  and D Meson Decays with Unquenched Improved 
Staggered Fermions.  270 x 128 p4 days.
2003-2  C. De Tar et al., Topological Susceptibility and Hybrid Exotic Quarkonium in 
Full QCD.  23 x 128 p4 days.
2003-3  M. Di Pierro et al., Quarkonium  Physics with Unquenched Improved 
Staggered Fermions.  90 x 128 p4 days.
2003-4  G. P. Lepage, HPQCD, High-Precision Heavy-Quark Physics .  60 x 128 p4 
days.

Configurations Conf. generation time Valence and analysis time

Milc “coarse” #203 x 64$ 100 GF years 30 GF years

Milc “fine” #283 x 96$ 640 GF years 200 GF years?
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Communications.

GigE mesh:  Under investigation at JLab.  
Toroidal mesh, 1 GB/sec.  Good latency.

Infiniband  4X:
6 µsec latency, 2 GB/sec.

FPGA:
Investigated at Fermilab.
Routable toroidal mesh,
potential bandwith 4 GB/sec, 
limited by I/O bus, good latency.

Myrinet:
4 µsec latency, 450 MB/sec bandwidth.

I/O buses: PCI 32/33 132 MB/sec.; 
PCI!X 64/133 1 GB/sec.;  PCI Express 4X 2 GB/sec.
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Benchmarks

Infiniband and Myrinet 
with PCI!X. 

2.8 GHz P4E
2.8 GHz  P4
2.4 GHz Xeon

Our typical message size: few 104.
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Vendor Roadmaps:

2004: Q1 P4E, 
           Q3 1 →2 GB/sec, PCI Express.

2005: H1 800→1066 MHz memory bus.

2006: H1 Fully buffered dimm memory bus, dual 
core processors.  Infiniband integrated in 
motherboard?
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256 node, P4E singles?
Infiniband switch.

2004:
128 P4E singles, 
reuse Myrinet switch.
Incremental cost: 
%1/MF.
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QDP optimizations 
#Osborn$: reorder loops, 

eliminate redundant 
communications, reorder 

communications...

Uncertainties in 
extrapolations.  Vendor 
roadmaps, Infiniband 
acceptance, pricing...
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2004:  256 node, 
%0.5M, 0.35 TF. #SciDAC.$

2005:  512 node, 
%1M, 1 TF.

2006: 1024 node,
%1.5 M, 3 TF  #or double$.

Cluster Roadmap
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In February, Bob Sugar told HEPAP that the minimum 
support required for the health of the field was %3M/year.  
In 04/05, this would be spent on:
● a %1M, 1 TF cluster #less damages the cluster program$,
● a %5M, 5 TF QCDOC #ready to go for  big machines right now$.

In 06  and 07, clusters look to be ready to provide larger 
systems even more cost!effectively.

We at Fermilab strongly support this program, and hope that 
we can all help our friends in D0E!HEP to convince DoE 
Nuclear and Computing that they should support it, too.


